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Abstract: 

Skin diseases and lung inflammation present significant diagnostic challenges, necessitating precise 

and efficient methods to aid clinicians. The early detection of pulmonary nodules is particularly 

crucial, yet traditional diagnostic methods often lead to radiologist fatigue and increased error rates. 

Deep learning has emerged as a promising tool to enhance clinical diagnostics, but conventional 

techniques struggle with the accurate segmentation of small and irregularly shaped lesions, leading 

to reduced accuracy. This paper proposes a novel lesion image segmentation method based on the 

UNeXt architecture, integrating multi-scale feature fusion and attention mechanisms. The multi-

scale feature fusion ensures comprehensive feature extraction, while the attention mechanism 

enhances the focus on critical regions, improving edge feature sensitivity. Additionally, a joint loss 

function is employed to optimize the model's performance. The proposed method aims to 

significantly improve the segmentation accuracy of pulmonary nodules, providing a robust tool for 

early diagnosis and treatment, thereby demonstrating the transformative potential of deep learning in 

clinical diagnostics. 
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1. Introduction: 

Skin diseases often occur in daily life and cause great trouble to patients. Doctors need to diagnose 

the diseased areas during their work to help patients recover as soon as possible. At the same time, 

lung inflammation is a serious disease that may be caused by long-term living habits and genetic 

mutations. Lung lesions initially manifest as inflammation, but over time, the accumulation of many 

diseases in the lungs may manifest as inflammation, so the initial diagnosis of pulmonary nodules is 

very important. When diagnosing pulmonary nodules in the early stage, the large number of patients 

usually leads to excessive fatigue of doctors. Therefore, doctors are required to repeatedly check CT 

images to better determine the area of pulmonary nodules and ensure that the diagnosis results are 

correct. In recent years, with the continuous development of deep learning, this technology has been 

widely used in clinical diagnosis to assist doctors in quickly detecting CT images and reducing 

misdiagnosis rates. However, due to the small size and irregular shape of the lesion area, traditional 

methods have certain limitations when segmenting images. They may not be able to accurately 

locate the nodule position, resulting in low model segmentation accuracy, and may even increase 

with the network model layer. Deepening loses some information, so that more features cannot be 

effectively obtained. 

To this end, this paper proposes a lesion image segmentation method based on UNeXt combined 

with multi- scale feature fusion and attention mechanism. First, we introduce a multi - scale feature 

fusion mechanism based on the UNeXt An attention mechanism is introduced based on X t; finally, 

we use a joint loss function to improve the sensitivity of the network model to edge features. 
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2. Related Work 

Recent advancements in deep learning, particularly in the field of medical image analysis, have 

paved the way for significant improvements in diagnosing and managing various diseases. Liu et al. 

conducted a comprehensive study on feature extraction utilizing convolutional neural networks 

(CNNs), emphasizing the model's efficiency in capturing intricate data patterns from raw inputs. 

Their findings indicated substantial improvements in accuracy and processing speed, establishing a 

benchmark for subsequent research in this domain [1]. Hu et al. explored the application of deep 

learning models for early warning systems in cardiovascular diseases. By leveraging extensive 

medical datasets, their research demonstrated that deep learning algorithms could predict potential 

cardiovascular events with high precision, underscoring the transformative potential of these models 

in preventative healthcare [2]. 

Yang et al. focused on the diagnosis of pulmonary nodules using deep learning models. Their study 

revealed that CNNs could effectively differentiate between benign and malignant nodules, thereby 

supporting radiologists in making more accurate diagnostic decisions [3]. This aligns closely with 

our research objectives, as accurate segmentation and detection of lung lesions are crucial for early 

intervention and treatment. Similarly, Xiao et al. investigated the classification of cancer 

cytopathology images, using breast cancer as a case study. Their research showcased the robustness 

of CNNs in medical image classification tasks, particularly in distinguishing cancerous cells from 

non-cancerous ones, thereby aiding in early cancer detection [4]. 

Sun et al. proposed optimization techniques for natural language processing (NLP) models using 

multimodal deep learning. They highlighted the integration of text and image data to enhance the 

model's understanding and processing capabilities, which is crucial for applications requiring 

comprehensive data analysis [5]. Yan et al. discussed the use of neural networks for survival 

prediction across various cancer types. Their work underscored the versatility of deep learning 

models in handling diverse datasets and providing accurate survival predictions, which are critical 

for patient prognosis and treatment planning [6]. 

Further advancements were made by Zhang et al., who introduced a multi-scale image recognition 

strategy based on CNNs. This approach improved recognition accuracy by analyzing images at 

multiple scales, thus capturing finer details and enhancing the overall performance of image 

recognition systems [7]. Mei et al. examined the efficiency optimization of large-scale language 

models in NLP tasks. Their findings indicated that deep learning techniques could significantly 

reduce computational costs while maintaining high performance, which is essential for deploying 

these models in real-world applications [8]. 

Xiao et al. explored the incorporation of attention mechanisms in deep learning models for mining 

medical textual data. Their study demonstrated that attention-enhanced models could better capture 

relevant information from vast amounts of text, improving the accuracy of medical data analysis [9]. 

Yan et al. investigated customized medical decision algorithms using graph neural networks. They 

provided insights into how these networks could model complex relationships in medical data, 

leading to more precise and personalized medical decisions [10].Gao et al. presented an enhanced 

encoder-decoder network for image semantic segmentation. Their work focused on reducing 

information loss during the segmentation process, thereby improving the fidelity and usability of 

segmented images in various applications [11]. 

Zhan et al. developed innovative techniques for recognizing time-related expressions using LSTM 

networks. Their study provided new methods for accurately processing temporal data, which is 

crucial for applications in natural language understanding and processing [12]. Lastly, Yang et al. 

introduced a novel image recognition method combining deep learning-generated adversarial 

networks with traditional algorithms. This hybrid approach enhanced the robustness and accuracy of 

image recognition systems, making them more resilient to adversarial attacks [13]. 
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3. Data and methods 

3.1 Network Architecture 

In the research, in order to better realize the accurate real- time segmentation task and avoid the 

problem of losing local low-dimensional features through direct large-area upsampling, which leads 

to the loss of too many features on the segmentation boundary and the inability to restore complete 

edge information, only through features The graph superimposes feature information in the channel 

dimension to retain feature information[14]. This will cause the last few layers of feature maps to be 

too bloated, causing the model to require a large amount of calculations. Based on these problems, we 

adopt a multi-branch feature fusion network for medical image segmentation[15]. We first propagate 

contextual information to higher-resolution layers through progressive upsampling to obtain 

preliminary low-level semantic features. We avoid superimposing feature information in the channel 

dimension of UNet's series of related models, and choose the method of feature map multiplication 

to fuse features ; therefore, most of the feature information is well preserved, and boundary 

information can be effectively obtained , effectively reducing the number of failures. The designed 

skip link uses more detailed low-dimensional feature information as a supplement to feature fusion to 

ensure that the accuracy is slightly better than UNet[16] ,ResUNet++ [17]and other networks run 

much faster than other models; it also has the advantages of high training efficiency and strong 

generalization ability. 

 

Figure 1. SC-UneXt structure 

Overall framework Our network consists of three parts: encoder, multi-scale cross-skip connection 

and decoder. In order to better integrate semantic and scale- inconsistent features and further 

improve the segmentation effect, we propose a cross-joint attention-guided Multi-scale fusion 

scheme, which solves the problems that arise when fusing features of different scales. 

 

 

Table 2. Number of data collection in each health category 

3.2 Convolutional Attention Modules 
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Convolutional Block Attention Module (CBAM) consists of channel attention and spatial attention. 

Among them, channel attention strengthens the connection between features in different channels by 

using maximum pooling and average pooling to pay attention to the information between different 

channels; spatial attention improves the spatial connection of the network by paying attention to 

space. Combining the channel and spatial attention mechanisms, adaptive feature extraction can be 

achieved. The CBAM model structure is shown in Figure 2. 

 
Figure 2. CBAM module 

CBAM can be expressed by the following formula: 

      (1) 

Among them, F is the feature map, Mcand Msrepresents channel-based  and  spatial-based  

attention  respectively, ⊗ represents element-wise multiplication, F' and F''represents the output 

feature map after channel attention and spatial attention respectively. Since the input and output 

sizes of the CBAM module are the same, it can be inserted anywhere in an existing model. 

 

3.3 SC Jump Link Module 

Segmentation network contain more fine-grained information, which facilitates the segmentation of 

small lesions. Deep segmentation networks can extract more high-level semantic information, 

thereby improving segmentation accuracy. In addition, rich multi-scale information integrates the 

characteristics of different receptive fields, which is beneficial to the segmentation of multi-lesion 

areas. The skip connection is redesigned to aggregate features of different semantic scales on the 

decoder subnetwork to form a highly flexible feature fusion scheme. The SC skip connection is an 

operation that connects simple and effective deep and shallow information fusion. In SC - UNeXt; 

Jump link takes the first layer as an example: 

     (2) 

 

Z3 feature information fed back by the jump link is fused with the Z4 advanced semantic features 

obtained by the convolution operation and the upsampling operation, and then the upsampling 

operation is performed. 

 

3.4 PFM Pyramid Feature Fusion Module 

In order to make the network capable of multi-scale detection, the article uses deconvolution to 

expand feature layers at different levels to the same size, and then adds them at the element level. The 

fused feature layer has richer multi- scale features. 

4. Experimental Settings 

4.1. Dataset 
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 In this experiment, the NIH Chest X-ray Dataset comprises 112,140 X-ray images, each labeled with 

specific diseases, from 30,105 unique patients. The dataset includes 15 categories (14 diseases and 

one "none found"). Images are categorized as "no findings" or one or more disease categories, 

representing 15 prevalent chest pathologies. The original NIH chest X-ray dataset does not include 

lung field labels. For this study, we randomly selected 2,385 samples, which were then annotated by 

medical professionals to mark the lung fields, creating a new dataset we refer to as Haut. 

 The TeHaut dataset features chest X-rays that are severely blurred, occluded, or distorted. Within the 

Haut dataset, there are 1,637 images of normal individuals and 1,238 images with annotated lung 

fields exhibiting various  

 conditions. These include 192 cases of infiltration, 44 cases of atelectasis, 72 cases of effusion, 63 

cases of nodules, 53 cases of masses, 23 cases of pneumothorax, and 33 cases of cardiomegaly. 

Additional cases include 34 instances of pleural thickening, 33 instances of pleural thickening with 

fibrosis, 23 cases of consolidation, 20 cases of emphysema, 12 cases of edema, 11 cases of 

pneumonia, 2 cases of hernia, and 317 cases with multiple medical conditions (comprising any 

combination of the aforementioned diseases). 

 For the application of EfficientNet-b4, a preprocessing step involves resizing the images to 256×256 

pixels. 

 To bring our experiments as close as possible to point-ofcare imaging, we chose the International Skin 

Imaging Collaboration (ISIC 2018) to benchmark our results. The ISIC dataset contains camera-

acquired skin images and corresponding skin lesion region segmentation maps. The ISIC 2018 dataset 

consists of 2594 images. We resized all images to a resolution of 512 × 512. 

 

4.2 Experimental Setting 

We use the Adam optimizer with a learning rate of 0.0001 and a momentum of 0.9. We also used a 

cosine annealing learning rate scheduler with a minimum learning rate up to 0.00001. The batch size 

is set to 8. We trained UNeXt for a total of 400 epochs. We perform an 80-20 random split three times 

on the dataset and report the mean and variance. Evaluation indicators, we use IoU, Dice 

Segmentation index to quantify the segmentation ability of SC-UneXt, Dice Similarity Coefficient 

(DSC), Dice coefficient is a set similarity measure, I O U is used to evaluate the degree of similarity 

between predictions and true values. Semantic segmentation can be viewed as pixel-level 

classification. True Positive (TP): The model prediction is a positive example, that is, a positive 

example. False positive (FP): The model predicts a positive example, but it is a negative example. 

False Negative (FN): The model prediction is a negative example, but it is a positive example. True 

Negative (TN): The model prediction is a counterexample, it is a counter example. 

        (3) 

Dice is usually used to calculate the similarity of two samples. The value range is 0 - 1. The best 

segmentation result is 1 and the worst value is 0. I OU is calculated as the ratio of the intersection and 

union of the two sets of real values and predicted values. The larger the ratio, the higher the similarity 

between the real value and the predicted value, the better the segmentation effect. 

5. Experiment 

5.1. Experimental Results 

The network frameworks used in our comparative experiments include the most advanced CNN-

based networks, such as U-Net, U-NeXt, and SC-UneXt. Below we will quantitatively and 

qualitatively compare the test results. analyze. Furthermore, the number of parameters in each 

network is kept to two decimal places. Evaluation of dermatology datasets. The following table SC-

UneXt is the segmentation evaluation indicators Dice, Iou, parameter amount and computing power 
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consumption: 

Table 1. Segmentation evaluation index 

 

 

We noticed that the IoU and Dice of SC -UNeXt are 2.74% and 2.76% higher than U-Net 

respectively, 0.48% and 0.42% higher than U- NeXt respectively, and 1.39% and 2.01% higher than 

ResUNet++. We noticed, compared with U-Net's 9.04 M parameters, SC -UNeXt's 243.63 KB 

parameters are also relatively low, roughly the same as UNext. While retaining the lightweight, 

simple calculation, and fast characteristics of unext, the segmentation effect has been significantly 

improved from the dice coefficient and IOU coefficient. Regarding the computational power 

consumption of the model, that is, in terms of flops, it consumes less than Unet, which ensures the 

lightweight of the model and saves the consumption of computing power. 

5.2 Ablation Experiment 

In actual situations, if a model is to be put online, the model needs to be repeatedly debugged to 

prevent the model from performing better only on known data sets and performing poorly on 

unknown data sets. That is to ensure the generalization ability of the model, which refers to the 

adaptability of machine learning to fresh samples. Only by ensuring the generalization ability of the 

model can the construction of the model be meaningful. Therefore, crossvalidation is particularly 

important throughout the modeling process. Use training set/test set splitting and cross-validation 

methods to avoid this situation. As shown in the figure below, split the data set into training set/test 

set, and perform crossvalidation on the training set to obtain the best model parameters., thereby 

obtaining the score of the model on the test set. 

This experiment adopts five-fold cross-validation and conducts cross-validation experiments on SC-

UneXt in three directions: jump link, feature fusion, and joint loss function. The experimental results 

are as follows: 

Table 2. Ablation experiment 

 

 

Through the comparison of ablation experiments, it was found that jump links, feature fusion, and 

joint loss functions all have an impact on segmentation accuracy. Only under the combined effect of S 

C-UNeXt at the same time, the DSC evaluation index is the highest and the segmentation effect is 
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good. 

6. Conclusion 

In this article, our purpose is to make the network better learn effective features and obtain more 

accurate lesion segmentation results. We propose an improvement that uses feature fusion and 

increases the proportion of edge features in the total sample features. network architecture. This 

network is not only better than other methods in terms of evaluation indicators, but is also cost-

effective enough to better help doctors better diagnose the details of these histological images. 

Future research topics in medical image segmentation will be deep learning to automatically select 

features from different resolutions, or consider using adversarial training including test images to 

exploit features in test images without annotations. It achieves high-precision segmentation while 

also achieving instant feedback and lightweight operations, which plays a role in assisting diagnosis 

and treatment in the medical process. 
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